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A unique and comprehensive text on the philosophy of model-based data analysis and strategy for

the analysis of empirical data. The book introduces information theoretic approaches and focuses

critical attention on a priori modeling and the selection of a good approximating model that best

represents the inference supported by the data. It contains several new approaches to estimating

model selection uncertainty and incorporating selection uncertainty into estimates of precision. An

array of examples is given to illustrate various technical issues. The text has been written for

biologists and statisticians using models for making inferences from empirical data.
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Burnham and Anderson have put together a scholarly account of the developments in model

selection techniques from the information theoretic viewpoint. This is an important practical subject.

As computer algorithms become more and more available for fitting models and data mining and

exploratory analysis become more popular and used more by novices, problems with overfitting

models will again raise their ugly heads. This has been an issue for statisticians for decades. But

the problems and the art of model selection has not been commonly covered in elementary courses

on statistics and regression. George Box puts proper emphasis on the iterative nature of model

selection and the importance of applying the principle of parismony in many of his books. Classic

texts on regression like Draper and Smith point out the pitfalls of goodness of ift measures like

R-square and explain Mallows Cp and adjusted R-square. There are now also a few good books



devoted to model selection including the book by McQuarrie and Tsai (that I recently reviewed for )

and the Chapman and Hall monograph by A. J. Miller.Burnham and Anderson address all these

issues and provide the best coverage to date on bootstrap and cross-validation approaches. They

also are careful in their historical account and in putting together some coherence to the scattered

literature. They are thorough in their references to the literature. Their theme is the information

theoretic measures based on the Kullback-Liebler distance measure. The breakthrough in this

theory came from Akaike in the 1970s and improvements and refinement came later. The authors

provide the theory, but more importantly, they provide many real examples to illustrate the problems

and show how the methods work.

This book emphasizes the fundamentals of proper model selection that are pretty hard to master in

school. Building a good model is a long process that requires a decent level of qualitative

understanding of the data generating mechanism. Based on that knowledge, a sizable amount of

work should be done well before the data are plugged into a statistical software package. Of course,

if one is in a very data-rich situation, one can get away with "let the computer sort it out" approach,

but such cases are rare.After I finished the book, my understanding of the bias-variance tradeoff

principle improved substantially. In particular, one should remember that overfitting is not only about

including redundant covariates that then cause abysmal out-of-sample performance. Suppose,

based on the qualitative information about the data generating process, you are convinced that

certain factor(s) "should" be in the model. As the sample size decreases, you may find out that the

"compulsory" factor(s) must be dropped to preserve the optimal bias-variance tradeoff. The catch is

that, even if you manage to guess exactly what factors constitute the "true" model, the

corresponding regression coefficients still have to be estimated from the data. The more

coefficients, the greater the complexity of your model pool. If the sample size is low enough, you will

be forced to reduce the complexity to avoid overfitting, which entails excluding some "true" factors

from consideration.Another major statistical concept the book clarified for me is the elusive

distinction between "fixed" and "random" effects.
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